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Abstract

While considerable progresses have been made on face

recognition, age-invariant face recognition (AIFR) still re-

mains a major challenge in real world applications of face

recognition systems. The major difficulty of AIFR arises

from the fact that the facial appearance is subject to signif-

icant intra-personal changes caused by the aging process

over time. In order to address this problem, we propose

a novel deep face recognition framework to learn the age-

invariant deep face features through a carefully designed

CNN model. To the best of our knowledge, this is the first

attempt to show the effectiveness of deep CNNs in advanc-

ing the state-of-the-art of AIFR. Extensive experiments are

conducted on several public domain face aging datasets

(MORPH Album2, FGNET, and CACD-VS) to demonstrate

the effectiveness of the proposed model over the state-of-

the-art. We also verify the excellent generalization of our

new model on the famous LFW dataset.

1. Introduction

Face recognition is one of the most active areas in com-

puter vision community. It has been studied for several

decades with substantial progresses. Most of the existing

research focuses on general face recognition. There are

very limited work directly on age-invariant face recognition

(AIFR), which aims to address the face matching problem

in the presence of remarkable aging variations [26].

AIFR has many useful and practical applications. For

instance, it can be applied in finding missing children after

years or checking whether the same person has been issued

multiple government documents in different ages. However,

it still remains a challenging problem in real world applica-

tions of face recognition systems. The major challenge of

AIFR is mostly attributed to the great changes in face ap-

pearance caused by aging process over time. Figure 1 is a
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Figure 1. Cross-age face images for one of the subjects in the FGNET

dataset [1]. One can see the significant intra-personal variation therein.

typical example, in which the cross-age face images from

the same person have significant intra-personal changes.

The previous research on AIFR falls into two categories:

generative approaches and discriminative approaches. The

generative approaches [6, 15, 24] first synthesis face that

matches target age and then perform recognition. Due to the

strong parametric assumptions and the complexity in mod-

eling aging process, these methods are computationally ex-

pensive and the results are often unstable in real-world face

recognition scenarios. Recently discriminative approach-

es [13, 18, 19, 22, 4, 16, 17] draw increasing attentions.

However, the features they use still contain age informa-

tion, which is detrimental to the subsequent classification.

To separate the age and the identity information, [7] pro-

poses the hidden factor analysis (HFA) method. It formu-

lates face feature as the linear combination of an identity

component and an age component. Then the identity com-

ponent is used for face recognition. [8] reports a more ef-

fective maximum entropy feature descriptor for AIFR, and

proposes a more robust identity matching framework. How-

ever, most of the existing methods in AIFR rely heavily on

the hand-crafted feature descriptors to extract the dense fea-

tures for age-invariant face recognition, which may limit

the performance of these methods. Designing an effective

age-invariant face features still remains an open problem in

AIFR.

As one of the most promising feature learning tools
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Figure 2. Cross-age faces processed by the proposed LF-CNNs. We visu-

alize [35] the convolutional features and the age-invariant features.

nowadays, deep convolution neural networks (CNNs) have

been successfully applied to a variety of problems in com-

puter vision, including object detection and classification

[14, 23, 28], and face recognition [33, 32, 29, 20, 36], etc.

So it is desirable to use the deep learning model to address

the AIFR problem. Surprisingly, there is no such work

showing the superiority of deep learning on AIFR in the

literature, to the best of our knowledge. A possible reason

is the lack of a very suitable face aging dataset that can be

used to train a robust deep learning model specifically for

AIFR. For all the existing face aging datasets, each subject

has very limited number of training samples across differ-

ent ages, which are not suitable to serve as the training data

in deep models. If we use the large scale web-collected

face images to train the deep CNNs, the learned deep fea-

tures will inevitably contain both identity-related compo-

nent (e.g. ethnicity, gender) and identity-unrelated compo-

nent (e.g. age, noise) [32]. Ideally, we expect the resulting

deep feature contains only the identity-related components,

reducing the variations caused by the aging process as much

as possible.

In this paper, we explore the use of deep CNNs in AIFR

and propose a latent factor guided CNN (LF-CNN) frame-

work to learn the age-invariant deep face features. Specif-

ically, we extract the age-invariant deep features from con-

volutional features by a carefully designed fully connected

layer, termed as latent factor fully connected (LF-FC) lay-

er. For this purpose, we develop a latent variable model,

called latent identity analysis (LIA), to separate the varia-

tions caused by the aging process from the identity-related

components in the convolutional features. The parameters

of the LIA model are used to update the parameters of LF-

FC layer. Moreover, the LIA model and the loss function

in CNNs constitute the age-invariant identity loss, which is

used to guide the learning of the LF-CNNs. In this way,

our model is more adapted to age-invariant face recogni-

tion problem, as supported by our experimental results in

Section 4. Figure 2 is a visualization example of the age-

invariant deep features and the convolutional features, from

which we can clearly see that the convolutional features are

still age sensitive, while the age-invariant features are robust

to aging process.

The major contributions of this paper are summarized as

follows:

• We propose a robust age-invariant deep face recogni-

tion framework. To the best of our knowledge, it is the

first work to show the effectiveness of deep CNNs in

AIFR and achieve the best results to date.

• Instead of directly applying deep learning model to

AIFR, we propose a new model called latent fac-

tor guided convolutional neural network (LF-CNN) to

specifically address the AIFR task. By coupled learn-

ing the parameters in CNNs and LIA, the age-invariant

deep face features can be extracted, which are more ro-

bust to the variations caused by the aging process over

the time.

• Extensive experiments have shown that the proposed

approach significantly outperforms the state-of-the-art

on all the three face aging datasets (MORPH Album2

[27], FG-NET [1] and CACD-VS [4]), even beat-

ing the human voting performance on the CACD-VS

dataset. We further demonstrate the excellent gener-

alizability of our approach on the famous LFW [11]

dataset.

2. Related Work

2.1. Convolutional Networks for Face Recognition

CNNs play a significant role in recent advances of face

recognition. DeepFace [33] reports that a deeply-learned

face representation achieves the accuracy close to human-

level performance on LFW dataset [11]. [32] learns a deep

CNN with the identification-verification supervisory signal

and further adds supervision to early convolutional layer-

s, greatly boosting the face recognition accuracy. FaceNet

[29] achieves 99.63% verification accuracy on LFW with a

deep CNN trained to directly optimize the embedding itself,

rather than an intermediate bottleneck layer as in previous

deep learning approaches. More recently, [20] achieves a

new record in verification accuracy: 99.77% on LFW with

a two-stage approach that combines a multi-patch deep C-

NN and deep metric learning.
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